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BSTRACT

 

: Medical information is available from a variety of new online
resources. Given the number and diversity of sources, methods must be found
that will enable users to quickly assimilate and determine the content of a doc-
ument. Summarization is one such tool that can help users to quickly deter-
mine the main points of a document. Previous methods to automatically
summarize text documents typically do not attempt to infer or define the con-
tent of a document. Rather these systems rely on secondary features or clues
that may point to content. This paper describes text summarization techniques
that enable users to focus on the key content of a document. The techniques
presented here analyze groups of similar documents in order to form a content
model. The content model is used to select sentences forming the summary. The
technique does not require additional knowledge sources; thus the method
should be applicable to any set of text documents.
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INTRODUCTION

 

The amount of available information has never been greater. The Internet has fos-
tered the growth and availability of digital text and content. To enable users to make
use of online resources, new methods must be found that will enable them to quickly
assimilate and make decisions on information from multiple sources in a timely mat-
ter. As a method to allow individuals to quickly interpret documents, automatic text
summarization has received renewed interest in recent years in hope of enabling
users to cope with the growing amount of information.
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For most queries, search engines often retrieve a number of relevant documents.
Unfortunately, the relevant documents are often heavily outnumbered by irrelevant
documents. Thus, the problem becomes one of filtering out irrelevant information to
find the desired information. Summarization can be thought of as one such filtering
mechanism

 

2

 

 that can help users alleviate the burden of processing multiple informa-
tion sources. By filtering information, summarization may enable users to find infor-
mation that will directly satisfy their particular information need.
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Although expert generated summaries appear superior to automated methods,
there are several issues that effect manual methods. First, manual methods are time
consuming and costly. In the past, summaries or abstracts have been fixed, long-
lived, stand-alone texts. Information access was largely limited to libraries or other
static document collections, where abstracts could be methodically implemented for
the general user. Today, information access is not limited to controlled collections,
rather digital information access has facilitated the creation of dynamic collections
often dictated by the interests of each user rather than a specific library collection.
Given this dynamic nature of information access, it becomes harder to define the
needs of a user as well as control the creation of summaries. Indeed, in a perfect
world a battery of experts would be available to quickly compose a tailored summary
for any document of interest. The reality is that it is too costly to 

 

manually

 

 provide
such summaries. Furthermore, research has shown that human abstractors are often
influenced by their own particular background and interests, thus affecting the qual-
ity of a given summary.
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 Finally, research has also shown that there is often a wide
discrepancy between different human abstractors.
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Digital text with automated summarization methods allows a new dynamic type
of abstract, that is difficult, if not impossible to create in the physical world. By mod-
eling and inferring the interests of a user, abstracts can be tailored to each users own
particular information needs.

Finally, automated summaries are consistent. External factors may influence a
human abstractor, but such effects are not found in automated systems. Automatical-
ly generated summaries can be customized so that the interests and information
needs of a user can be factored into the summarization process. Automated tech-
niques can be readily customized for particular users and their information interests.
Thus, automated summarization systems have several desirable features that are dif-
ficult to attain with human abstractors.

This paper explores automated methods to summarize documents. Two automatic
summarization techniques are described in this paper. Both techniques have been
used to summarize documents that may be of interest to patients and their physi-
cians. This paper describes the techniques, as well as presenting summarization
results and comparisons to other automated techniques.

 

BACKGROUND

 

The process of summarization is often thought as a natural language processing
task, requiring in-depth understanding in order to provide a useful summarization.
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Typically, non-automated summaries are produced by human experts. these experts
often include the original author, editors, or others specializing in document summa-
ries.

In general, the summarization process follows a three-step process transforming
the source text into a summary output:

 

6

 

1. source analysis,

2. content selection, and

3. summary generation.
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Source analysis is a process of determining the features that will drive the sum-
marization process. Depending on the summarization technique, the analysis may
take a variety of forms ranging from simple methods that only search for specific key
words to complex techniques that employ natural language understanding.

Content selection is a process of determining which of the generated features,
provided by the source analysis phase, are to be included in the summary. For exam-
ple, sentences or paragraphs containing the specific key words may be selected for
inclusion for the summarization.

Finally, the summary is generated using the content chosen in the previous step.
Using the previous example, the selected sentences or paragraphs may be combined
in sentence order to form the summary. The generation phase may also provide some
form of processing that may improve the aesthetics of the final summary output.

Documents can be subdivided into natural sections or passages (e.g., document
sections, paragraphs, or sentences).

 

7

 

 Several systems have been developed to extract
passages from the original document and combine them to form a summary.

 

3,7–9

 

These systems, by selecting and using passages from the original source, greatly
simplify the summary generation process.

 

Previous Work

 

Word Frequency

 

In 1958, Luhn proposed a summarization process in which key sentences were
selected and combined to form an abstract of the original document. Luhn’s method
selected sentences based on their use of significant key words.

 

3

 

 Although the tech-
nique could have used a manually compiled dictionary of significant terms, Luhn’s
method automatically derived the set of significant words directly from the docu-
ment. Thus, the content of a document was represented by a set of significant words.

The technique determined the significance of a word by measuring its frequency
of occurrence within the document. Words that occurred most frequently and least
frequently were considered not significant. It is debatable how frequency should be
considered in determining the significance of a term, but research continues to sup-
port the idea that frequency can be used to select significant terms.

 

10

 

Content Cues

 

Cue words and cue phrases have been used as a criteria to create summaries.
Researchers have noted that writers often use certain words to note important find-
ings or facts. For example, passages containing the words “significant,” “impossi-
ble,” or “hardly” may contain information more important than that found in other
passages. Rather than representing content directly, the method relies on 

 

clues

 

 that
may or may not actually signify content.

Cue phrases, even more so than cue words, may imply the significance of a sen-
tence in the document.
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 For example, “in conclusion,” “in summary,” and “the most
important” have been used for summary selection. Each of these phrases are often
used to signal important content to the reader, thus they can be used by automatic
summarization to select passages.

Cue words and phrases can be classified into three different categories, each rep-
resenting the significance of the word or phrase to the summarization. 

 

Bonus words,
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are those words indicating the positive relevance of a passages to the summary; 

 

stig-
ma words

 

, words that indicate a negative relevance for a summary, can be used to
filter out unimportant passages; and, 

 

null words

 

, that are irrelevant for selecting sum-
mary content.
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 For example, a passage or sentence containing many bonus words
and few or no stigma words would be considered highly relevant to the resulting
summary. Although cue words and phrases have continued to be used as a selection
criteria, some researchers have noted that the approach may work for narrow types
of texts, however, given the variability in writing and style, the technique may not be
as effective for domain independent summarization.

 

13

 

Content Coverage

 

Salton 

 

et al.

 

, proposed a method to summarize documents that uses the intradoc-
ument similarity of passages (i.e., sentences or paragraphs) to chose significant text.
The content of document passages are represented as vectors of words or word
stems. The content model of passages are compared to one another pairwise forming
an intradocument similarity matrix. Each pair of passages with a similarity measure
greater than a predefined threshold is considered related and a link is formed
between them.

 

4

 

 The threshold defines a minimum amount of content overlap
between the two passages necessary to permit one passage to substitute the other.
The summary is formed by selecting those passages with the greatest number of
links, that is those passages that overlap or cover the content of the other passages.

 

4,8

 

Redundancy Reduction

 

Carbonell and Goldstein also describe a method to produce summaries by extract-
ing specific passages.

 

2

 

 Content of each passage is again represented using a simple
single word vector space model. Passages are selected for the summary by combin-
ing the relevance of the passage with its novelty in the context of previously selected
passages. A metric, called marginal relevance, measuring both the relevance of the
sentence in question, as well as the degree of redundancy the sentence would add to
the summary (i.e., the previously selected sentences), was defined. By discriminat-
ing both by relevance and redundancy, the algorithm can increase the overall content
of the summary.

 

METHOD

 

This section describes two methods to select passages to summarize documents.
The first method compares the use of 

 

n

 

-word combinations, a type of phrase analy-
sis, for document summarization to an existing non-phrase technique. The second
method uses 

 

n

 

-word combinations in conjunction with cluster analysis to summarize
a document within the context of several related documents. This second technique
can be very useful given that search engines often return many related documents for
any search. The information provided by multiple related documents has been
ignored by previous methods.
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Content Representation

 

The methods use 

 

n

 

-word combinations to represent the content of document. An

 

n

 

-word combination is defined as an unordered collection of 

 

n

 

 words taken from a
document.

 

14

 

 Previous research has shown that 

 

n

 

-word combinations can be used to
improve the precision of information retrieval tasks.

 

14

 

 Word combinations can pro-
vide needed contextual information missing from single word models. For example,
analyzing a document on heart disease and the use of aspirin, the following frequent
single words were found: 

 

heart

 

, 

 

aspirin

 

, and 

 

patient

 

. Further examination of the doc-
ument’s sentences found the following word combinations: 

 

aspirin patient

 

, 

 

aspirin
heart

 

, 

 

aspirin patient take

 

, 

 

aspirin patient study

 

, and 

 

aspirin heart regular use

 

. The
word combinations provide additional information and expose the relationships
between words in sentences.

 

Phrase Analysis Summarization

 

To analyze a particular document, first the document is partitioned into its con-
stituent sentences. The words in each sentence are parsed, stemmed to a common
prefix, and combined to form word combinations. A list of the extracted word com-
binations is maintained with their frequencies.

Word combinations are weighted based on their frequency. Infrequent combina-
tions are considered less significant than frequent combinations. The number of high
frequency combinations in each sentence is used to rank and select sentences. The
technique is similar in some respects to that proposed by Luhn, although the model
used for phrase analysis summarization is richer (

 

n

 

-word combinations compared to
isolated keywords) and the selection criteria of key content is different. The summary
is generated by using the ranked sentences presented in the original sentence order.
The summary length can be limited by using only the highest ranking sentences.

 

Cluster Analysis Summarization

 

For each document, the source analysis phase follows the same procedure as in
the phrase analysis summarization. Each document is partitioned into sentences, the
words are parsed and the 

 

n

 

-word combinations are formed. The 

 

n

 

-word combina-
tions are used to create a content model for each document.

 

15

 

Cluster analysis summarization uses several related documents to perform sum-
marization. Search engine results frequently return many related relevant as well as
irrelevant documents. Clustering is used to group documents together, forming rele-
vant as well as irrelevant groups of documents. To summarize a document, the group
containing the document of interest is selected and analyzed.

The technique described in this document relies on document clustering to form
subgroups of similar documents. These subgroups are then analyzed for features with
high support, called 

 

key features

 

. The key features are then used to rank sentences.
This technique is supported by the 

 

cluster hypothesis

 

, which states that documents
that contain similar features will be relevant to the same queries. Here we interpret
the cluster hypothesis as stating that similar documents (i.e., those with similar fea-
tures) are likely to be about the same thing (i.e., be relevant to similar queries).

These groups of documents are then further analyzed to extract the key features,
forming a 

 

cluster signature

 

, that best characterize each document group. The cluster
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signature can be used either directly as a phrasal summary or to select passages for
a summary. The summary is generated by matching the cluster signature to each sen-
tence. Both the sentence and the cluster signature are represented using a vector
space model and the previously extracted 

 

n

 

-word combinations.

 

EXPERIMENTS

 

Content Model Analysis

 

Previous work has analyzed 

 

n

 

-word combinations as a content model for infor-
mation retrieval. That work compared 

 

n

 

-word combinations with simpler content
models, specifically single words used in a vector space. The experiments supported
the idea that 

 

n

 

-word combinations more precisely modeled the content of the docu-
ment and queries (i.e., retrieval results using 

 

n

 

-word combinations were more pre-
cise than those based on isolated words). Although 

 

n

 

-word combinations may better
capture content, it is a statistical technique rather than an actual concept based mod-
el. Although 

 

n

 

-word combinations may better model content, they also introduce
noise (i.e., combinations that are not easily mapped to a single well defined mean-
ing), that a pure concept based model would not introduce.

To evaluate the effect of noise introduced using 

 

n

 

-word combinations, a series of
information retrieval experiments was conducted comparing a pure concept model
with 

 

n

 

-word combinations. The experiments followed those described elsewhere by
two of the authors.

 

14

 

 The experiments used a collection of thoracic radiology
reports. Three queries regarding specific medical findings were used to compare a
single word vector model with various length 

 

n

 

-word combinations.

 

14

 

The results from these earlier experiments were used to compare the differences
between 2-word combinations and a concept based model. The same collection was
also indexed using a concept based model. Two of the three original queries, “right
upper lobe mass” and “left upper lobe mass” were chosen for the evaluation.

Concept indexing uses a version of the UMLS meta-thesaurus to map the words
in each document to concepts. The two main anatomy concepts, “right upper lobe”
and “left upper lobe” are not defined in the UMLS and were added for the experiment
forming the concept map. To identify concepts, words were scanned in order and
matched to the concept map. For each sequence of words, the longest matching a con-
cept was used in the document concept list. Matching concepts is restricted by word
order, thus the mapping may be incomplete. The scanning process resumed from the
word after the last identified concept, and terminated when the last word in the doc-
ument was processed. The two queries were represented by two concepts each, an
anatomy concept and a medical finding concept (e.g., “right upper lobe” and “mass”).
The vector distance model was used to compute query-document similarities.

The results from the experiment are shown in F

 

IGURES

 

 1 and 2. The figures show
the precision–recall graph for 3-word, 2-word, the concept representation, and an
isolated word model. The results show that 3-word combinations that are not restrict-
ed to word order better capture the content of the queries than the concept model. As
previously reported, the figures also show how multiword combinations better model
the content than the single word model.

 

14
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Frequent Phrase Analysis

 

The first set of experiments compare the use of multiword combinations and a
single word representation. Salton’s techniques for summarization are based on the
pairwise similarity of sentences via its vector dot product. For a given similarity
threshold level, an object (sentence) relational graph can then be constructed in
which the nodes represent the sentences and a link between two nodes represents the
similarity of the two sentences. The graph is constructed using only those links hav-
ing values above the specified threshold. The document summarization is derived by
selecting a set of these nodes (sentences) that have a higher number of links (bushi-
ness). In general, the threshold level may affect the quality of the summarization.

In the experiments nine different document were summarized using Salton’s
method using three different thresholds values. For each threshold, the three highest

FIGURE 1. Concept and n-word—“right upper lobe mass”: �, 3-word; �, 2-word; �,
concept; �, 1-word.

FIGURE 2. Concept and n-word—“left upper lobe mass”: �, 3-word; �, 2-word; �,
concept; �, 1-word.
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ranking sentences (

 

S

 

1

 

, 

 

S

 

2

 

, and 

 

S

 

3

 

) were used as the summary. The results for each
phrase length were scored by intersecting the sets of sentences and dividing by the
number of documents, , see F

 

IGURE

 

 3. Our results reveal that sum-
marization for single word indexing is very sensitive to the threshold. On average,
changing the threshold changed the summary by more than one sentence. However,
the algorithm becomes less sensitive to the threshold value when multiword combi-
nations are used (i.e., changing the threshold had little effect on the summary).

A second set of experiments evaluating multiword combinations and single word
representations was performed. These experiments used abstracts and full texts from
the 

 

Journal of the American Medical Association

 

 (

 

JAMA

 

). For a given document and
its abstract, the similarity between the abstract and each sentence in the document
was calculated. The ten highest ranking sentences was used as a standard set (

 

S

 

)
against which to compare the two summarization methods. The precision rate of a
summarization 

 

A

 

 is defined as follow by 

 

P

 

A

 

 

 

=

 

  (i.e., the number of sentenc-
es in common with the standard set divided by 10).

The test results on five JAMA reports are shown in T

 

ABLE

 

 1. The data shows that
the average document size is 210 sentences. For the FPA method, the average preci-
sion rates are 24

 

%

 

, 42

 

%

 

, and 48

 

%

 

 for 1-word, 2-word, 3-word, respectively. For the
Salton method, the average precision rates are 8

 

% for 1-word, 24% for 2-word, and

1
9
--- S1 S2 S3∩ ∩

1
10
------ S A∩

FIGURE 3. Threshold sensitivity.

TABLE 1. JAMA sentence precision (n-word combinations)

Document name Sentences FPA Summary (%) Salton Summary (%)

1-word 2-word 3-word 1-word 2-word 3-word

Joc01517 201 30 40 50 10 30 50

Joc01726 205 20 50 60 0 10 40

Joc01746 283 10 30 30 10 20 20

Joc01942 208 50 60 60 10 10 40

Joc02101 154 10 30 40 10 50 50

Average 210 24 42 48 8 24 40
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40% for 3-word. The table shows that for both methods the precision is better for
multiword combinations than for 1-word models.

A third set of experiments was performed using a concept representation of con-
tent. The experiments were performed as previously, using the same abstracts and
full texts from JAMA. A concept model was used rather than the multiword combi-
nations. The UMLS meta-thesaurus was used to map individual words to unique
concept identifiers. Both the document and its abstract were modeled using the con-
cept identifiers. For a given document and its abstract, the similarity between the
abstract and each sentence in the document was calculated using the concept model.
The ten highest ranking sentences was used as a standard set (S) against which to
compare the two summarization methods.

The test results on five JAMA reports are shown in TABLE 2. For the FPA method,
the average precision rates are 48%, 38%, and 34% for 1-concept, 2-concept, and
3-concept models, respectively. For the Salton method, the average precision rates
are 2% for 1-concept, 28% for 2-concept, and 6% for 3-concept. The table shows that
the highest precision uses the FPA method using the single concept model. The Sal-
ton method performed best for the two concept model.

Cluster Phrase Analysis

Several experiments were performed using various collections compiled from the
Internet. The collections were compiled using a search engine and described the
effects of aspirin on heart disease or heart attacks. These collections simulated how
individuals may use the automated summarization system in conjunction with a
search engine. Automated summarization can provide better information than that
typically supplied with search engine results.

Heart Disease Collection

Two collections of documents, derived using the Excite and Yahoo search
engines, were compiled. Each sentence was compared to the content model and
ranked using the cosine similarity measure. The top three ranking sentences (approx-
imately 28% of the original document) presented in sentence order were:

DALLAS (AP)—As many as 10,000 American lives per year could be saved if 
more people who think they’re having a heart attack took an aspirin at the on-
set of chest pains, according to a new report. The American Heart Association 

TABLE 2. JAMA sentence precision (n-concepts)

Document name Sentences FPA Summary (%) Salton Summary (%)

1-con 2-con 3-con 1-con 2-con 3-con

Joc01517 201 40 40 40 10 20 0

Joc01726 205 60 30 20 0 0 10

Joc01746 283 20 30 30 0 20 0

Joc01942 208 50 40 30 0 60 10

Joc02101 154 70 50 50 0 40 10

Average 210 48 38 34 2 28 6
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first recommended in 1993 that people take one, full 325-milligram aspirin at 
the onset of chest pain or other symptoms of a severe heart attack. The 1993 
study recommended that those who have already had a heart attack or other 
serious heart disease take one 50- to 100-milligram baby aspirin per day to 
prevent a recurrence.

A second document titled “heart group: take aspirin at first signs of attack” from
the same cluster was also summarized using the same technique and content model.
The document comprises 19 passages (i.e., sentences, subtitles or titles). The top
four ranking sentences (approximately 28% of the original document) presented in
sentence order are shown below:

Heart group: Take aspirin at first signs of attack. In the latest issue of the 
journal Circulation, the AHA says that as many as 10,000 American lives 
could be saved every year if everyone followed its recommendation to take a 
single 325-milligram aspirin tablet at the first signs of a severe heart attack. 
Four years later, a follow-up report shows that only 20 to 40 percent of heart 
attack victims are taking the seemingly simple step of taking one aspirin at the 
onset of symptoms. Doctors already routinely prescribe an aspirin a day for 
those who have had a heart attack to help prevent another one.

This summary exposes some of the problems that can arise in ranking and pre-
senting passages directly from the original document. The third sentences starting
with “Four year later, a follow-up report shows…” appears to be referring to an
unmentioned report. The context becomes clearer when a missing passage is
returned:

In the latest issue of the journal Circulation, the AHA says that as many as 
10,000 American lives could be saved every year if everyone followed its rec-
ommendation to take a single 325-milligram aspirin tablet at the first signs of 
a severe heart attack. The heart association first made that recommendation 
in 1993. Four years later, a follow-up report shows that only 20 to 40 percent 
of heart attack victims are taking the seemingly simple step of taking one as-
pirin at the onset of symptoms.

Although adding this passage does not significantly increase the content of the
summary, the passage does improve the readability of the overall summary.

CONCLUSION

As patients and physicians continue to use new online information sources pro-
vided by the Internet, automatic summarization can play a larger role in assisting
with locating relevant information. The research presented here examines the use of
multiword combinations for automatic summarization and describes a unique meth-
od to analyze and select content through cluster analysis. The experiments support
that multiword combinations can improve the summarization process.

The cluster phrase analysis technique can be used in situation where several
related documents are available. The cluster phrase analysis can use this additional
information to focus on common key content. It has been hypothesized that docu-
ments grouped together based on common features would be relevant to the same
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information needs.16 Recent research has supported this hypothesis, showing that
clustering data can help users to find information17 as well as support their under-
standing of the document collection.18 The research described here uses the cluster
hypothesis as a foundation and further hypothesizes that it is possible to define fea-
tures in order to group documents by their content.

A prototype of the system has been developed. The prototype allows groups of
documents to be loaded and indexed using n-word combinations. Documents can
then be clustered into groups. To summarize a document, the cluster of interest can
be selected, from which the cluster signature is derived, and the document or docu-
ments to summarize. Several experiments presented here show how the cluster sig-
nature can be used to automatically rank sentences. The ranked sentences can then
be selected and presented to the user as a summary.

Although not seen in the summaries presented here, using a single content model,
such as the cluster signature, to rank and select passages can lead to a problem of
redundancy. Redundancy can occur if two passages containing similar content are
also similar to the content model (e.g., the cluster signature). There are several meth-
ods that may be used to significantly decrease redundancy in the resulting summary.

Maximal marginal relevance (MMR) reranking is a method proposed to minimize
redundancy in a summarization.2 MMR reranking takes a ranked set of passages and
reranks the passages such that content already included is ranked lower in subse-
quent passages. As described, the MMR technique did not include an initial ranking
algorithm, thus the initial ranking could be performed using the techniques described
earlier and then reranked by MMR to minimize redundancy.
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